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Abstract

This work shown in this project is mainly concerned with the analysis and recognition of human
emotion with the help of speech.

Earlier work in emotion recognition using speech includes algorithms for feature extraction like
MEFCC (Mel-frequency cepstral coefficients), delta-MFCC, double-delta-MFCC, LPCC (Linear predic-
tive cepstral coefficients), pitch, energy, timber and many more. In this project we have tried to incorpo-
rate few of these existing techniques on standard databases like SAVEE (Surrey Audio-Visual Expressed
Emotion) and Emo-DB (Berlin database of emotional speech) using classifiers like GMM (Gaussian
mixture model), deep learning algorithm like CNN (convolutional neural networks) and MLPNN (Multi-
layer perceptron neural network). Apart from these using these above existing techniques we have im-
plemented some new feature extraction algorithms like S-Transform (Stockwell transform) and image
spectrogram of the speech signal. Both of these have shown outstanding classification accuracy as com-
pared to the pre-existing ones. S-transform has an advantage that it represents the speech signal in time
and frequency domain at once and thus it has proved to be a more dynamic feature extraction method.
The spectrogram is one of the simplest and most effective ways of visualizing the time-frequency evo-
lution of the spectral, prosodic and energy features.

In this work apart from classifying the emotions we have also attempted to characterize emotions on
the basis of R G B spectrogram. We have computed statistical parameters for each emotional utterance

for each of the R, G, B spectrogram.
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Chapter /

Introduction

Emotion remains an unpredictable state of mind that largely depends on the people and the envi-
ronment a person encounters during his/her daily life. It affects his/her living conditions, working effi-
ciency, family life as well as social well-being. During the last few decades, many acoustic parameters
describing speech emotions related to the pitch, duration, intensity, and their statistical characterization
have been strenuously attempted for better SER accuracy. The major area of focus has been developing

an efficient model using prosodic and spectral features with a better discriminating ability.

1.1 Objective

The fundamental objective of this work is to analyze how emotions can be perceived from the speech
of an individual. We all know that emotions are the results of the mental activity going inside and speech
is one of the sources that depict our mood. The study of emotions from voice communication remains
significant when it is not possible to have a direct face-to-face conversation. This makes the domain
a complex and challenging field of research. Besides this, there are a few emotions such as boredom
and disgust which are difficult to perceive using facial or gestures modalities of expressive emotions.
However, these emotional states can be identifiable by voice tone due to different speech prosody. This

creates interest in the speech community and the same is our primary objective behind this work.

1.2 Motivation

Extraction of suitable feature to represent the emotional contents in a speech signal has been a long
outstanding research area speech community has been exploring during the last few decades. The signal
can be represented in time, frequency or both time-frequency plane and may contain different amount
of energy corresponding to different emotional states. A common, simple and effective approach to
represent the emotional speech signals in the time-frequency plane is the spectrogram. It is the best
visual representation of the amount of the energy contained in an emotion speech utterance. Spectral
features like LPCC and MFCC are quite popular in SER but it’s quite old.



1.3 Application

Speech emotion recognition has quite an extensive field of application. They are used by the police
department to examine the mental state of a criminal. Where criminal can always be deceptive from their
statement but the emotion in their speech can describe a lot. SER can also be used in the car driving
system to monitor the mental state of the driver and thus prevent possible rad accidents. They are also

used in the health care industry to keep an eye on their patients and how well is he/she is recovering



Chapter 2

Literature Survey

An accuracy of 73.76% has been claimed with K-nearest neighbors (KNN) classifier for stress iden-
tification [10]. The authors have applied the sigma-pi cells corresponding to the ERB (Equivalent Rect-
angular Bandwidth) spectrograms [10]. Current activities in SER emphasize on Deep Neural Network
based speech emotion models using frame-based features speech spectrograms. The claimed accuracy
has been 60.53% with eNTERFACE database and 59.7% with the SAVEE database [8]. Further pro-
gresses show the use of deep Convolutional Neural Networks (CNNs) to train RGB images of speech
spectrograms [6, 11]. The authors have to train a huge number of labeled images known as fresh train-
ing using the complex CNN structures to achieve the desired label of accuracy. Such system desires a
computationally intense and complex training unless extensively large labeled speech emotion dataset
has been used for training which puts a limit on the study. To alleviate the issue, few authors have
used fine-tuning to pre-train large number of images using the VGG-Face network, AlexNet or the Fast
Region-based CNN (Fast R-CNN). Authors have used the RGB spectrogram of speech emotions using
two image processing approaches such as AlexNet-SVM and FTAlexNet to classify speech emotions
with efficient accuracy using CNN [9].

A paper on Emotional Speech Recognition using Optimized Features (2017) by H. K. Palo proposed
a novel approach using Multilayer Perceptron (MLP) classifier for Spectral roll-off, Spectral centroid
and Spectral flux features on SAVEE database. The average percentage of accuracy recorded for Spec-
tral roll-off, Spectral centroid and Spectral flux features for three emotions sad, neutral and happy are
59.60%, 62.88%, and 65.95% respectively. In his another paper[3] Efficient feature combination tech-
niques for emotional speech classification (2016), H. K Palo proposed the uses of reduced features sets
LP VQC (Linear prediction vector quantizer coefficients) and pH VQC (Hurst parameter vector quan-
tizer coefficients) using Radial Basis Function Neural Network (RBFNN) for classification on EMO-DB
database.

The proposed feature extraction technique S-transform has been adopted from [1]. S-transform is an
outstanding technique for representation of a signal in the time-frequency domain.

There have been many efficient classifiers used by researchers to develop suitable identification sys-
tem modeling in the field of SER. The self-learning ability of NNs with their efficient regulation in
representing complex inputs makes them well suited to model speech emotions [2, 3-4, 5]. In compar-



ison to the stochastic Gaussian Mixture Models (GMM) or Hidden Markov Models (HMM), the NNs
found to be more versatile for nonlinear mapping of data. For small training samples, their recognition
performance has been better than the GMM/ HMM in classifying speech emotions [6]. These NNs are
parallel structured and do not require any assumption of input distribution as speech frequencies occur
in parallel [7]. For multiple input streams, these networks provide flexible representation using inputs

with a single frame as compared to the GMMs or HMMs that require multiple frames [8].



Chapter 3

Proposed System: Emotion Recognition using Speech

3.1 Database

In this work, we have experimented with only two standard available databases. They are SAVEE
and Emo-DB database.

Surrey Audio-Visual Expressed Emotion (SAVEE) database have been used to compute the S-
transform (Stockwell Transform). The database has been collected by the University of Surrey, England.
The recorded database consists of 4 male English speaking speakers. It has seven discrete states of emo-
tions. These are disgust, sadness, happiness, fear, neutral, anger, surprise emotional states. A total of
60 utterances is contained in each emotion with each speaker recording 15 different voice samples for
each emotion. So, collectively SAVEE consists of 420 speech utterances. These utterances are sampled
at 41000 kHz.

The Berlin (EMO-DB) German database has been used to extract the spectrogram images of the
chosen emotional utterances [14]. The database has been collected by the Technical University of Berlin.
It has seven discrete states of emotions. These are disgust, sadness, happiness, fear, anger, boredom,
and neutral emotional states. A total of ten professional actors that include five female and five males
have mimicked these chosen emotional states. The chosen dataset comprises of five long as well as five
shorter sentences in German native language [3]. Semantically neutral and everyday utterances with a
duration between 1.5 to 4 seconds have been selected in this database. The utterances are sampled at 16
kHz. A precision of 16-bit is maintained for recording the utterances in an an-echoic chamber. A sum
total of eight hundred utterances (10 actors 10 sentences 7 emotions + some second versions) have been
simulated by these actors. Ten evaluators have recommended approximately five hundred utterances for
experimental purpose. The selection of the utterances is made based on the clarity, and emotional
relevance of the simulated sentences. Utterances based on more than 80% recognition accuracy and
authenticated by above 60% evaluators are considered. The final database comprises 127 angry, 46

disgusting, 69 fear, 71 happy, 62 sad and 79 neutral emotional utterances in total.



3.2 Feature Extraction Technique: Stockwell Transform (S-Transform)

The Stockwell transform popularly known was S-transform works quite well for the non-stationary

signal. It is a novel method of representation of a signal in the time-frequency domain. Apart from this

it also contains information about the phase data. It can be viewed as an extension to wavelet transform.

START

Time series Gaussian window
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Figure 3.1: Block diagram representation of the S-transform

Mathematically, S-Transform is defined as
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The window width is decided with the help of o(f) . It is inversely proportional to the frequency f.
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After multiplying the continuous wavelet transform with the phase correction error, we get the gen-

eralized S-transform
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3.3 Feature Extraction Technique: Spectrogram

Acoustic speech characteristics vary in frequency, time and intensity. One of the most common ways
of observing these variations is via the speech spectrogram. The spectrogram is one of the simplest and
most effective ways of visualizing the time-frequency evolution of the spectral, prosodic and energy
features. For each speech waveform, we first removed the silenced part and computed the short time
Fourier transform. This gave three outputs namely time, the frequency and a complex matrix containing

the computations of STFT. After taking the log of this complex matrix, we plot the spectrogram using
the images MATLAB command.

8000 g
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02 04 06 08 1 12 14
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Figure 3.2: Sample Speech Spectrogram

The proposed characterization and classification of the Emotional Speech Recognition (ESR) has the
following block diagram as shown in Fig.3.3.
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Figure 3.3: Block diagram on how to compute Spectrogram
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Figure 3.4: Block diagram of the proposed speech emotion recognition system

From each spectrogram, the corresponding R, G, B components are extracted. Statistical analysis
related to the mean (average), variance, maximum (max), and minimum (min) values of individual
R (Red), G (Green) and B (Blue) spectrogram array of an utterance are then estimated. Individual
statistical parameters corresponding to the R, G, and B segments of the spectrogram corresponding to
all the utterances of an intended emotion are stored. Individual statistical parameters related to the R, G,
and B parameters collected from all the chosen emotions have been fed separately to the NN classifier

for simulation and desired classification accuracy.

3.3.1 Estimation of Statistical Parameters from Speech Spectrogram

From each individual R, G, and B images of a spectrogram image matrix corresponding to each
emotional utterance, different statistical parameters like mean, variance, maximum and minimum values
are computed.

The computation of the mean or average of a signal helps in its spatial filtering. Correspondingly,

it removes the noise component resides in a signal. In this context of image processing, the arithmetic
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Figure 3.5: An example of the RGB, grey-scale, R, G and B spectrogram images for the same speech

sample of emotionally angry speech.
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sample of emotionally disgust speech.
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Figure 3.9: An example of the RGB, grey-scale, R, G and B spectrogram images for the same speech
sample of emotionally neutral speech.
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Figure 3.10: An example of the RGB, grey-scale, R, G and B spectrogram images for the same speech
sample of emotionally sad speech.
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means or averaging lter acts on a sliding window a x b. The filter computes the mean with respect to the
pixel values available in a window. In the process, it replaces the pixel center in the end image with the

designated outcome. Mathematically it is expressed for R the component of a spectrogram image as

1
fr(m,n) = —> in(@,y) %)
z,y

The term ip in above the equation denotes the noisy red image whereas, f(m,n) signifies the re-
stored image. The window Z having the dimension ab, is used as the operating zone. The variables x
and y denote the row and the column coordinates respectively.

The variance indicates the range in which a set of analyzed numbers spread out. It represents one
of the descriptors corresponding to a certain probability distribution. As such, it indicates the layout
of representing numbers and their distance from the expected or mean value. Thus, the computation
of the variance signifies a systematic way that distinguishes different probability distributions. Among
the many approaches, the calculation of variances based on moments is computationally simple and
mathematically more relevant. Hence, it is preferable in the current scenario. The variance for the R

component of a spectrogram image is given by

Falm,n) = L (in(r,y) — = 3 in(w,y)) ©
T,y

In case of processing an image, the variance filter computes the edge position.

The maximum (max) and the minimum (min) values are also known as a rank-statistics filter as they
operate on a ranked set of pixel values. The min filter takes place the position of the reference pixels
with a lower value. It is thus designated as the zeroth percentile filter. This work utilizes the min filter to
eliminate the salt noise present in the extracted image as it is fast and considers the minimum window

value when these values are systematically arranged. Mathematically, it can be expressed as

fr(m,n) = min{ir(z,y)|(z,y) € Z} (7

The maximum or max Iter or the 1004, percentile lter replaces the reference pixel value with its

highest value in a window. It is expressed as

fr(m,n) = maz{ir(z,y)|(z,y) € Z} (®)

Similar to the min filter, the max filter eliminates the pepper noise. The formulation of the problem is
as follows: Consider the mean values of the R, G, B spectrogram image of an original spectrogram corre-
sponding to an emotional speech signal represents as R 4,,, G v, B A, Where A denotes the mean. For an
emotional state having u = 1, 2, , U number of utterances, the mean values of the R, G, B matrix can be
represented as vectors of R4, G4, B4 where [Rg = Ra1, Rao, ..., Ravl,[Ba = Ba1, Ba, .., Bavu]
and [G4 = Ga1,G a2, ..., G ay] respectively. Similarly, the variance, maximum and minimum values

of R, G, and B components are formed for each emotional state. The individual classification model is

12



formed each for mean, variance, maximum and minimum values of R, G, B components to check the

recognition accuracy.

3.4 Classifier

3.4.1 Convolutional Neural Networks

As a classifier, we have implemented CNN (convolutional neural network) to classify emotions in
a robust manner. R G B spectrogram being a higher dimension matrix size (227 X 227) the input data
becomes quite large and thus is best suited for CNN. CNN works quite well when the input data is large,

but that also increase our system requirements.

RGB Image
Array of
Size
900X1200
Downsampling RGB Image
\/ Y Y
R-Array 227X227 R-Array 227X227 R-Array 227X227

Convolutional Neural Network (CNN)

Figure 3.11: Conversion of the spectral magnitude arrays of speech into RGB image arrays provided as
inputs into CNN
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The proposed 2-d CNN model consists of five convolutional layers, four fully connected layers and
an activation layer. The model is built in Keras and run on top of TensorFlow. Each convolution layer
creates a convolution kernel (filter) that is convolved with the layer input to produce a tensor of outputs.
The hyper parameters used are: filters(input an integer which defines the number of output filters in a
convolution layer), kernel size(a list of 2 integers specifying the height and width of 2-d convolution
window), activation(activation to be used), use_bias(Boolean, whether the layer uses a bias vector or
not) and many others. Other core layers in the model are: Batch Normalization Layer, Dense Layer,
flatten Layer, Dropout layer. Batch Normalization is a method to improve performance and stability of
Neural Network by initializing input to zero mean and unit variance. Dense Layer is responsible for
densely connected CNN layer and implements the activation(function) of input. Flatten layer is used
to flatten the input without affecting the batch_size of tensors. Dropout layer applies dropout to input
by randomly setting a fraction of inputs to 0 at each update during the training time, helps in prevent

overfitting of the model.

3.4.2 Multi-Layer Perceptron (MLP)

The conventional Multilayer Perceptron (MLP) classifier has been used for the proposed classifica-
tion of speech emotions using the R, G, and B statistical spectrogram features. It is an Automatic Neural
Network (ANN)-based classifier having basically three layers and uses the back-propagation algorithms
for learning. These are the input, hidden and the output layer. Updating of weight takes place during the
propagation of the extracted features through the hidden layer to output layer during the forward pass.
Error calculation is done between the training and testing features during a backward pass based on the
back-propagation algorithm. The correction corresponding to the synaptic weight is achieved by means
of the negative gradient of the cost function () with respect to the designated synaptic weight. The
relation is expressed as,

op

AW = —552
W=

where 0 indicates the learning rate of the back-propagation algorithm

14
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Chapter 4

Results and Outcomes: Emotion Recognition using Speech

4.1 SAVEE Database

The following results were obtained using MFCC and S-transform as feature extraction technique
and GMM as a classifier on SAVEE database.

A total of 6 emotions Angry, Disgust, Fear, Happy, Sad, Surprise were taken for classification. We
evaluated a total of 60 utterances from each emotional state. The database was split into training and
testing with 86.6% in training data and 13.7% testing data. All the testing data from each emotion was
fed into GMM and an input model was prepared for each emotion. GMM further computed similarity

measure between the prepared mode and the testing data and the following results were observed.

Feature dimension used for testing | MFCC S-Transform
Total testing features 9600 96000
Features classified as Angry 986 8454
Features classified as Disgust 1490 14329
Features classified as Fear 1427 12623
Features classified as Happy 869 14588
Features classified as Sad 2693 28071
Features classified as Surprise 2135 17935
Average accuracy% 83.0417% | 85.4104%

Table 4.1: Accuracy Table for SAVEE database

4.2 Emo-DB database

The characterization of the desired speech emotions using individual R, G and B spectrogram statis-
tics have been graphically represented in Figure 14 through Figure 21. The emotions are compared
based on the spectrogram magnitudes and their appearance corresponding to the range of intensities of

these RGB components. The statistical values such as the mean or average, maximum, minimum and
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Figure 4.1: Comparison of goodness of fit model based on log likelihood ratio for Angry, Disgust, Fear,
Happy, Sad, Surprise speech emotional states with MFCC features.
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Figure 4.2: Comparison of goodness of fit model based on log likelihood ratio for Angry, Disgust, Fear,
Happy, Sad, Surprise speech emotional states with S-Transform features.
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variance of R-channel of forty-five chosen utterances of each emotional state have been computed. Sim-
ilarly, these statistical parameters for the B-channel and G-channel for every utterance of an emotional
state are estimated. These statistical values have been used to characterize the chosen emotional states

as shown in the following Figures.

Fig. 4.3 shows the Maximum Green spectrogram magnitude across all the Emotions. The maximum
values of sad lies below the maximum values of the neutral state. However, the maximum spectrogram
magnitude values of happy and angry are higher than either the sad or neutral states. The emotional
states such as anger or happiness have a higher arousal level with higher energy components. Thus,
the G-spectrogram magnitudes lie opposite to the low arousal sad state with the neutral state act as a

boundary between them.
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/\ | A —
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Maximum Green Spectrogram Magnitude
o
w
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Figure 4.3: Maximum Green Spectrogram Magnitude across the Emotions

Fig. 4.4 provides the graphical representation indicating the variation of B-spectrogram components
across the chosen emotional states. In this case, the angry state has shown a higher maximum spectro-
gram magnitude followed by the happy state as earlier. The low arousal sad state seems to possess the

lowest B-spectrogram magnitude as observed in this Figure.

An attempt is made to characterize the chosen emotional states using the mean spectrogram magni-
tude of G, and B-components. As shown in Fig. 4.5 through Fig. 4.7, the mean values of the sad state
lies opposite to either happy or angry state. Thus, the representation of emotions using RGB images
can demarcate high arousal states from low arousal states. The mean values of sad state are lower to the
high arousal emotional states with the mean values of the neutral state remains in between. This result
is found to be true for each individual G and B mean spectrogram components as observed in these

Figures.

Similar results have been manifested when the variance of the spectrogram magnitude of the R, G
and B segments of all the utterances of each emotion are computed and compared. This has been shown
in Fig. 4.8 through Fig. 4.10.
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Figure 4.5: Mean Red Spectrogram Magnitude across the Emotions
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Figure 4.6: Mean Green Spectrogram Magnitude across the Emotions
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Figure 4.7: Mean Blue Spectrogram Magnitude across the Emotions
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Figure 4.8: Variance Red Spectrogram Magnitude across the Emotions
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Figure 4.9: Variance Green Spectrogram Magnitude across the Emotions
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Figure 4.10: Variance Blue Spectrogram Magnitude across the Emotions

Features Training Accuracy | Validation Accuracy | Testing Accuracy | Overall Accuracy
Spectrogram Mean 52.4% 44.4% 59.3% 57.2%
Spectrogram Variance 69.8% 48.1% 66.7% 68.1%
Spectrogram Maximum | 56.3% 44.4% 40.7% 54.2%
Spectrogram Minimum | 68.3% 63.0% 63.0% 67.7%

Table 4.2: MLP Average Accuracy with different data division using R, G, B Spectrogram Statistics

A comparison of average recognition accuracy across all the chosen emotional states has been tab-
ulated in Table I using the MLPNN classifier. The R, G, B Spectrogram statistical features have been
used for this purpose.

As shown in Table 4.2, the spectrogram variance of RGB parameters has provided an overall average
accuracy of 68.1%. This is the highest recognition accuracy as compared followed by the Spectro-
gram minimum values of RGB components. The spectrogram maximum values have provided the least
recognition accuracy in our case.

The total input feature set has been divided into training, validation and testing ratio of 70%/ 15%!/
15%, 60%/ 20%/ 20% and 50%/ 25%/ 25% for simulation of the chosen classifier. However, a ratio of
70%/ 15%/ 15% have provided the maximum accuracy with the chosen feature set of EMO-DB database
and retained for our result analysis. The training, testing and validation accuracy is also shown in Table
II. As shown in this Table, the training accuracy has been highest for all the chosen feature sets as

compared to either the validation or testing accuracy.

4.2.1 Classification results using GMM classifier

Table 4.3 gives the accuracy output for Emo-DB database on GMM classifier suing RGB features.
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Feature dimension used for testing | Spectrogram
Total testing features 16186
Features classified as Angry 4570
Features classified as Happy 2996
Features classified as Neutral 4846
Features classified as Sad 3774
Average accuracy % 86.811%

Table 4.3: Accuracy Table RGB feature using GMM classifier

4.2.2 Classification results using the CNN classifier

A total of 454 spectrograms of size 227 X 227 were generated in MATLAB. Each spectrogram was
further split into 3 channels - Red, Green, and Blue each of size 227*227. So, feature matrix for one
speech sample after combining all the red, green and blue channel becomes 227 X 681. The dataset
was split into training and testing of which 80% was used for training and 20% was used for testing.
We ran the training process for 50 epochs with learning rate set as 0.1. In order to implement the
architecture as shown in the figure, we have used our college GPU servers. The training was performed
on single NVIDIA Quadro K4200 with 4GB as graphics memory. The complete training process took
about 22 seconds in 10 epochs. While training a loss of 0.35 was observed. Table IV gives the extensive
comparison between the classification accuracy as observed between two classifiers i.e. GMM and CNN

on the same database.

Feature Extraction Technique | GMM CNN

MFCC 76.08% | 85.33%
RGB 86.811% | 88.46%
MFCC+RGB 85.13% | 91.54%

Table 4.4: Accuracy comparison on Emo-DB databse using different feature and classifiers
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Chapter 5

Conclusion and Future Work

After all the experimentations of different features extraction techniques like MFCC, S-Transform,
and spectrogram and classifiers like GMM, MLPNN, CNN over two standard datasets we made few
remarkable conclusions.

S-transform proved to be more dynamic feature extraction technique over MFCC on SAVEE dataset.
The fundamental reason behind this is that S-transform is a time-frequency dependent feature. We
achieved a total accuracy of 85.4% on the Surrey Audio-Visual Expressed Emotion (SAVEE) Database
whereas MFCC gave a recognition accuracy of 83% for the same number of emotions. We also studied
the log-likelihood plot for both MFCC and S-transform and conclude that sad emotion is the best fit
model in both the cases.

Moving on to the feature extraction technique using speech spectrogram images on Emo-DB database
we saw that it gave higher accuracy than MFCC irrespective of the classifiers used. Using spectrograms
images in GMM gave classification accuracy of 86.81%. The reason being speech spectrograms using
different frequency scales led to an interesting analysis showing how different emotions are coded into
the amplitude-frequency characteristics of speech. RGB feature, when fed into CNN, gave 88.46% as
average classification accuracy, thus making CNN more reliable over GMM.

As observed, it is possible to compare and demarcate different emotional arousal states with these
RGB components. Further, the classification result shows the RGB spectrogram magnitudes are both
reliable and discriminative in classifying speech emotions. Use of these features with other popular and
effective classifiers may give better results. A further combination of these RGB components with other
prosodic or spectral features may provide new insight into the characterization of emotional contents in

the voice communication.
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